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OBJECTIVES

Students will acquire knowledge and skills necessary to:
1. Define populations for a statistical study
2. Compute point estimators and confidence intervals for population parameters
3. Build Hypothesis about a distribution
4. Test hypothesis about the parameters of the chosen model
5. Evaluate how well does the model fit to reality
6. Understand the limitations of the methods that have been studied and the conditions under
which they lead to wrong conclusions
7. Carry out the abovementioned analyses in statistical software

Students will be able to:
1. Develop their ability to think analytically
1. Become familiar with a statistical software
2. Establish a framework to solve problems
3. Develop their interactive skills
4. Enhance their critical thinking
5. Improve their learning skills and communication

DESCRIPTION OF CONTENTS: PROGRAMME

1. Introduction to Statistical inference.
1.1. Population and sample
1.2. Random sampling
1.3. Fundamental sampling distributions
1.4. Point estimation of parameters
1.4.1. Definitions
1.4.2. Method of moments
1.4.3. Maximum likelihood estimation

2. Confidence intervals for a single sample
2.1. Introduction
2.2. CI on the mean
2.2.1. Normal population with known variance
2.2.2. Large sample
2.2.3. Normal population unknown variance
2.3. CI on the proportion
2.3.1. Large-sample
2.4. CI on the variance
2.4.1. Normal population

3. Test of hypotheses for a single sample
3.1. Introduction
3.2. Type I and Type II Errors
3.3. Power of a statistical test
3.4. P-value
3.5. HT on the mean
3.5.1. Normal population with known variance
3.5.2. Large sample
3.5.3. Normal population with unknown variance
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3.6. HT on the proportion
3.6.1. Large sample
3.7. HT on the variance
3.7.1. Normal population

4. Statistical inference for two samples
4.1. Introduction
4.2. Difference in means
4.2.1. Normal populations with known variances
4.2.2. Large samples
4.2.3. Normal populations with unknown variances
4.2.4. Normal populations with unknown equal variances
4.2.5. Normal populations, paired observations.
4.3. Difference in proportions
4.3.1.  Large samples
4.4. Ratio of the variances
4.4.1. Normal populations

5. Analysis of Variance
5.1. Introduction
5.2. One-way ANOVA
5.3. ANOVA table
5.4. Multiple comparisons
5.5. Two-way ANOVA.

6. Goodness of fit tests
6.1. Introduction
6.2. Chi-square tests
6.3. Kolmogorov-Smirnov test
6.4. Graphical tools

LEARNING ACTIVITIES AND METHODOLOGY

- Lectures: introducing the theoretical concepts and developments with examples, 2.2 ECTS
- Problem solving sessions: 2.2 ECTS
- Computer (practical) sessions: 0.6 ECTS -- 4 SESSIONS
- Evaluation sessions (continuous evaluation and final exam): 1 ECTS

ASSESSMENT SYSTEM

There will be continuous evaluation by means of two partial examinations. There will be some questions about the
computer sessions at those exams.

If the grade obtained at the continuous evaluation is 6 or higher, the student should not attend the final exam and
his/her final grade will be the grade of the continuous evaluation.

If the grade obtained at the continuous evaluation is lower than 6, the student will have to attend the final exam. For
those students, the final grade will be computed giving a 40% weight to the partial examinations, and a 60% weight to
the grade at the final exam.

The grade for the students attending the extraordinary examination will be the grade obtained at such exam.

% end-of-term-examination: 0

% of continuous assessment (assigments, laboratory, practicals…): 100
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