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REQUIREMENTS (SUBJECTS THAT ARE ASSUMED TO BE KNOWN)

The students are expected to have studied Linear Systems
Although not mandatory, basic knowledge on Digital Image Processing is welcome.

OBJECTIVES
Competences and skills that will be acquired by the students are:

- Basic Compentences: CB1, CB2
- General: Competences: CG3, CG10, CG11
- Specific Competences: ETEGISAL, ETEGISA5, ETEGISC6, ETEGTL, ETEGITT3

Learning Results and their relation with course contents

- To learn digital images and the spatial filtering operation over images.

- To know basic concepts of Machine Learning: loss functions, regularization, hyperparameters, data augmentation,
etc.

- To understand deep neural networks and their training algorithms: gradient descent and back-propagation.

- To learn Convolutional Neural Networks (CNN) and their most usual processing blocks/layers.

- To understand, design and train CNN architectures for image classification.

- To understand, design and train advanced CNN architectures to address other task of visual recognition: object
detection, image captioning, image segmentation, image synthesis, etc.

DESCRIPTION OF CONTENTS: PROGRAMME

Unit 1. Basic concepts of visual recognition
1.1 Digital Images

1.2 Spatial Filtering

1.3 Part-models for object recognition

Unit 2. Basic concepts of Deep learning

2.1 Machine Learning algorithms

2.2 Loss Functions

2.3 Regularization

2.4 Hyperparameters and validation

25 Deep Neural Networks

2.6 Gradient Decent-based learning algorithms

2.7 Backpropagation

Unit 3 Convolutional Neural Networks (CNNSs) for image classification
3.1 Introductions
3.2 Basic processing layers in a CNN
3.3 CNN architectures for image classification
3.4 Training a CNN for image classification: data pre-processing, data augmentation and initialization

Unit 4 Deep networks for other image-related tasks:
4.1 Networks for object detection
4.2 Networks for image segmentation
4.3 Networks for image matching
4.4 Networks for image captioning
4.5 Networks for image synthesis
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LEARNING ACTIVITIES AND METHODOLOGY
Two teaching activities are proposed: lectures and lab sessions.

LECTURES

The lecture sessions will be supported by slides or by any other means to illustrate the concepts explained. In these
classes the explanation will be completed with examples.

In these sessions the student will acquire the basic concepts of the course. It is important to highlight that these
classes require the initiative and the personal and group involvement of the students (there will be concepts that the
students themselves should develop).

LABORATORY SESSIONS

This is a course with a high practical component, and students will attend to laboratory sessions very often. In them,
the concepts explained during the lectures will be put into practice using deep learning software libraries (eg pytorch).
In the laboratory, machines equipped with high-performance GPUs are available and free distributed computing
systems such as Google Colab will also be used.

ASSESSMENT SYSTEM

The evaluation of the course will be carried out in its entirety through the continuous assessment of the students work
throughout the semester.
For that end, 2 practices will be evaluated (5 pts each), each one associated to one main block of the subject:

1) Practice of classification of images with CNNs (5 points).

2) Practice of another application of deep learning about images (5 points).

% end-of-term-examination: 60
% of continuous assessment (assigments, laboratory, practicals...): 40
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