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REQUIREMENTS (SUBJECTS THAT ARE ASSUMED TO BE KNOWN)

Multivariate Analysis, general Statistics, Calculus

OBJECTIVES

1 Knowledge of advanced multivariate data analysis techniques, including functional data analysis tools, support
vector machines and neural networks.
2. Ability to describe efficiently multivariate complex data sets.
3. Knowledge of Regression techniques with complex and non-linear data, in very general settings.
4. Knowledge of Classification tecniques for complex and non-linear data, in very general settings.
5. Ability to apply the previous techniques to time series, structured data, biological data, quality control data, etc.

DESCRIPTION OF CONTENTS: PROGRAMME

Lesson   1: Introduction.
  1.1 Introduction to FDA.
Lesson: Learning as function approximation.
 2.1 Elements of learning theory.
 2.2 Error functions.
 2.3 Variational problem in learning theory.
Lesson 3: Basics on Mathematics: topology, linear normed spaces, functional analysis (Hilbert spaces, operators).
 3.1 Functional analysis notions.
Lesson 4: Support Vector Machines. Regularization point of view.
 4.1 Support vector machines and regularization theory.
 4.2 Computational solution.
Lesson 5: Support Vector Machines. Geometric point of view. Equivalency with the regularization point of view.
 5.1 Geometric support vector machines.
 5.2 R implementations.
Lesson 6:   Applications of Support Vector Machines.
 6.1 Classification with SVMs.
 6.2 Regression with SVMs.
Lesson 7: Traditional FDA.
 7.2 Functional PCA.
Tema 8: Applications and extensions.
 8.1 Kernel Methods.
 8.2 FDA for time series.
 8.3 FDA with structured data.

LEARNING ACTIVITIES AND METHODOLOGY

Magistral classes plus problem classes and practical computer sessions using functional data analysis software.

ASSESSMENT SYSTEM

Final grade (60%), Homework and exercises (10%) , final homework (30%).

Continuous evaluation: homework exercises.
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% end-of-term-examination: 60

% of continuous assessment (assigments, laboratory, practicals…): 40
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