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OBJECTIVES

The goal of this course is to provide some familiarity with the modeling and application of optimization methods for a
series of general problems (linear programming, nonlinear programming and optimization under uncertainty) whose
importance has increased greatly in recent times, specially in areas such as Economics, Finance and Engineering.

In this subject, the students will learn about the basic (mathematical) foundations that support the development of
solution algorithms for the optimization problems mentioned above (linear and nonlinear programming and
optimization under uncertainty). They will also obtain a basic knowledge related to the numerical issues associated
with the implementation of these algorithms, through the preparation of simple codes for some of these algorithms.
Finally, the students will get some familiarity with efficient model representations for these problems, through the
introduction and analysis of some examples based on practical problems corresponding to the preceding classes of
problems considered in the course.

DESCRIPTION OF CONTENTS: PROGRAMME

1. Introduction
1.1 Motivation
1.2 Examples

2. Unconstrained optimization
2.1 Optimality conditions
2.2 Algorithms

3. Constrained optimization
3.1 Introduction
3.2 Optimality conditions
3.3 Algorithms

4. Optimization under uncertainty
4.1 Stochastic optimization
4.2 Robust optimization

LEARNING ACTIVITIES AND METHODOLOGY

Theory (2/3 of the sessions): During theoretical sessions, the contents of the course will be introduced, explained and
illustrated with examples. Teaching materials will be provided on the Internet.

Practice (1/3 of the course sessions): Applications.

ASSESSMENT SYSTEM

Continuous evaluation along the course: it consists of 5 homeworks (theoretical and practical) and a final project.

% end-of-term-examination: 0

% of continuous assessment (assigments, laboratory, practicals…): 100
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