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REQUIREMENTS (SUBJECTS THAT ARE ASSUMED TO BE KNOWN)

Computer Architecture, Operating Systems

OBJECTIVES

1. Ability to understand and apply advanced concepts in high performance computing and numerical methods for
solving engineering problems.

2. Ability to analyze and design high performance computing applications.

3. Ability to apply high performance computing techniques to engineering problems.

DESCRIPTION OF CONTENTS: PROGRAMME

1. Principles of high performance computing.
2. Design and analysis of high throughput computing applications.
3. Parallel programming paradigms: message passing, shared memory, data-parallel.
4. Performance analysis and optimization of parallel applications.
5. Trends in High Performace Computing.

LEARNING ACTIVITIES AND METHODOLOGY

AF1. Theory classes. Oriented towards specific competences of the subject, they will allow to teach the students the
concepts they should know. Before the classes, the students will have in advance course materials and bibliography to
study and to deeply understand the course topics.

AF4. Classes in computer labs. The course includes mandatory projects, that will be made in groups.

AF7. Student self-study. Oriented to acquire self-organization capacities and to be able to plan individual work and the
learning process. It might include exercises, extra lectures, and studying the course contents.

ASSESSMENT SYSTEM

The  course evaluation will asses the level of coverage of the learning objectives. It will take into account all the
student work, individually or in group.

SE2: Assignments 75%
The evaluation will be done in a continuous manner and will include the following activities:
- Programming assignments and reports will account for 50% of the grade.

SE3: Final exam 25%
The final exam will account for 25% of the grade and will cover the whole course content.

The minimum grade for passing the class is 5 on a scale from 0 to 10.

% end-of-term-examination: 50

% of continuous assessment (assigments, laboratory, practicals…): 50
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